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Training Data for LLMs

GPT-3 (OpenAl,2020.5): 500 Billion tokens

Palm (Google,2022.4): 780 Billion tokens

Chinchilla (Deepmind): 1.4 Trillion tokens

Llama (Meta): 1.5 Trillion tokens

Llama2 (Meta): 2 Trillion tokens

GPT-4 (OpenAl): 13 Trillion tokens (text*2+code*4) + 2 Trillion tokens (image)
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Will we run out of data?
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Fig. 1: Projections of data usage. Each graph shows two extrapolations of data usage, one from past trends and one from compute availability
estimations plus scaling laws. Both projections are constrained to be lower than the estimated data stock. In all three cases, this constraint
causes a slowdown in data usage growth.

Villalobos et al., “Will We Run out of Data? An Analysis of the Limits of Scaling Datasets in Machine Learning.”

arxiv:2211.04325
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Other challenges of training data

stop1 stp2 stop3s

3 data, Optimize a policy against
and train a supervised policy. and train a reward model. the reward model using

reinforcement learning.

Ouyang, et al. “Training Language Models to Follow
Instructions with Human Feedback,” OpenAl Technical
Report, Jan 2022.

3 total:33

» Instruct Data (for SFT):
» human annotation

» Human Feedback Data (for RLHF):

» human interaction

» Involving large amount of human labor
» Much more expensive than pre-training

data

2 HUAWEI



Self-critiquing models for assisting human evaluators

Question: Our King has always been a little different. He’s very quiet I haven’t really seen him give anyone orders
at all either. Whenever something needs to be done I see him doing it. [...] That’s when I believed everything he
told me - while he took me adventuring with him. Now I know that there is a better life to be had out of this one. A
less edged and more rounded one. Thank you king Steve. Minecraft Steve.

Summarize the story’s setting.

Answer: The story is set in a medieval kingdom, where the king is the main character of the story. The king is
described as a good and active king. The narrator is a child who has always wondered why the king is so different
from everyone else.

Critiqueable: Yes
Critique: The answer should mention that the setting is a video game.
Helpful: Yes

Conditional refinement: The story is set in a medieval kingdom in the video game Minecraft. The king is the main
character of the story. The king is described as a good and active king. The narrator is a child who has always
wondered why the king is so different from everyone else.

4 (1) total:33

Saunders, et al. “Self-Critiquing Models for Assisting Human Evaluators.” arxiv:2206.05802.
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Self-critiquing models for assisting human evaluators
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(a) More capable models have critiqueable outputs (b) Helpfulness of self-critiques, as judged by human la-
around 20% less often than the smallest models, ac- belers, both with and without filtering by when labelers
cording to labelers. Less than 15% of outputs are uncri- found a critique themselves.

tiqueable for the worst models, and over 30% for the

best models.

Saunders, et al. “Self-Critiquing Models for Assisting Human Evaluators.” arxiv:2206.05802.
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Self-Refine: Iterative Refinement with Self-Feedback

Input

VAN

Feedback

N\

Refine

~.

Use M to refine its previous output, given its feedback

Use M to get feedback on its own output

Figure 1: Given an input (), SELF-REFINE starts by generating an output and passing it back to the
same model M to get feedback (D). The feedback is passed back to M, which refines the previously
generated output (). Steps (D) and (Q)) iterate until a stopping condition is met. SELF-REFINE is
instantiated with a language model such as GPT-3.5 and does not involve human assistance.

Madaan et al. “Self-Refine: Ilterative Refinement with Self-Feedback.” arxiv:2303.17651.
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Self-Refine: Iterative Refinement with Self-Feedback

5(2) total:33

Madaan et al.

(a) Dialogue: z, y¢

(b) FEEDBACK fb

(c) REFINE  yt41

User: I am interested
in playing Table
tennis.

Response: I'm sure
it's a great way to
socialize, stay active

Engaging: Provides no
information about table
tennis or how to play it.

User understanding: Lacks
understanding of user's
needs and state of mind.

Response (refined): That's
great to hear (...) ! It's
a fun sport requiring
quick reflexes and good
hand-eye coordination.
Have you played before, or
are you looking to learn?

(d) Code optimization: z, y

(e) FEEDBACK fb

(f) REFINE  yt41

Generate sum of 1, ..., N
def sum(n):
res = 0
for i in range(n+1):
res += i
return res

This code is slow as
it uses brute force.
A better approach is
to use the formula
(n(n+1))/2.

Code (refined)

def sum_faster(n):
return (nx(n+1))//2

Figure 2: Examples of SELF-REFINE: an initial output
back to the same LLM to receive feedback

generated by the base LLM and then passed
to the same LLM to refine the output . The top row
illustrates this for dialog generation where an initial dialogue response can be transformed into a
more engaging one that also understands the user by applying feedback. The bottom row illustrates

this for code optimization where the code is made more efficient by applying feedback.

“Self-Refine: Iterative Refinement with Self-Feedback.”

arxiv:2303.17651.
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Motivation

» Existing training methods of LLMs face challenges include:

» Unlabeled pre-training data is running out.

» Cleaning low quality data is expensive.

» SFT and RLHF data are also expensive because of involving intensive labors.
» LLMs have the ability of self-critique and self-Refinement

» Existing methods mainly use self-critique and self-refinement to generate better
responses in decoding time, rather than improve the models by further training.

» We propose novel methods to:
> improve the abilities of LLMs by self-improvement and self-evolution, without
using external data or intensive human feedback.
» This method enables the models to learn from its own mistakes and improve its
performance over time.
» Experiments show that this method can significantly improve the model’'s
performance in various domains, including math, general knowledge, and safety.

6 total:33 % Huawer SR
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SELF: Language-Driven Self-Evolution for LLMs

SELF: LANGUAGE-DRIVEN SELF-EVOLUTION FOR
LARGE LANGUAGE MODEL

Jiangiao Lu'*f, Wanjun Zhong?*, Wenyong Huang?*,

Yufei Wang?, Fei MiZ, Baojun Wang?, Weichao Wang?, Lifeng Shang? & Qun Liu?
'The University of Hong Kong 2Huawei Noah’s Ark Lab

jglu@cs.hku.hk, {zhongwanjunl,wenyong.huang}@huawei.com

arxiv:2310.00533, October 7, 2023.
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SELF: Two-stage Learning Process

2 —e— Direct Generation
—e— Self-Refinement g
3

Initial LLM
Meta-Skill
Learning
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LLM with Self-Refine

» Self-refine meta-skill learning Meta-Skill

. , |
> lterative self-evolving o

Self-Evolving LLM

Figure 1: Evolutionary Journey of SELF: An initial LLM progressively evolve to a more advanced
LLM equipped with a self-refinement meta-skill. By continual iterations (Ist, 2nd, 3rd) of self-
evolution, the LLM progresses in capability (24.49% to 31.31%) on GSM8K.

0
x>
I

>z
>0
Q

HUAWEI ¥

23
~

8 total:33



SELF: Meta-Skill Learning and lterative Self-Evolving

Meta-Skill Learning
A

Iterative Self-Evolve

LLM with Self-Refine
Meta-Skill

Meta-Skill Training T
Meta-Skills Training Data

Input & Response & (Feedback + Refinement)

Feedback + Refinement T

[g % Strong Aligned LLMs or Human Labeler

Self-Evolving LLM at Step t+1

|

Self-Evolving Training Data

Self-Evolve T

Input & Self-Refined Response

Feedback & Refinement ‘

Self-Evolving LLM at Step t
1

Please assess the quality of response to the given question

Please provide step by step analysis for response. (Feedback)

on response if necessary

Please assess the quality of response to the given question

Please provide step by step analysis for response. (Sc1-F ccdbick)

Please generate correction response if necessary (S¢lf-Refincment)

Response Generation

Initial LLM

Input

by Self-Evolving LLM at Step t

Response Generation |

Input
(unlabeled) Input Prompt Pool ]—‘
Figure 2: Illustration of SELF. The “Meta-Skill Learning” (left) phase empowers the LLM to ac-
quire meta-skills in self-feedback and self-refinement. The “Self-Evolution” (right) phase adopt
meta-ability to facilitate self-evolution training with self-curated data, enabling continuous model
improvement.
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Stage 1: Meta-Skill Learning

Meta-Skill Learning

) A \ » Construct a meta-skill training corpus with:
~ i B < > Question
Meta-Skill Training T > Original response
T — > Feedback
Feedback + Refinement T > Response AnalySiS .
{Q ﬁ U .!} >' Judgement (cor-rect orllncorrect) o
T > Refined response (if the judgement is incorrect)

I » The feedback and the feedback could be

e onseton e een e produced by a strong LLM or a human labeler.
_Rpc'lw = » Fine-tuning the LLM with the meta-skill training

oput | corpus. labeler
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Meta-skill training corpus: a sample

11 total:33

Question: Greg has an alarm set to ring three times a day as a reminder. When the alarm goes off, it
continues to ring until Greg turns it off. The first time it went off today, it rang four times. The second
time it went off, it rang for three times as long as the first time. The third time, it rang for half as long
as the second time. How many times did the alarm ring in all?

Original Response: The alarm rang four times the first time, three times as long as the first time the
second time, and half as long as the second time the third time. So, the total number of times the alarm
rang is 4 + 3*3 + 2%2 = 24.

Feedback: The response correctly interprets the problem. The first time the alarm rang, it rang for 4
times. The second time it rang, it rang for 3 times as long as the first time, which is 3*4 = 12 times.
The third time it rang, it rang for half as long as the second time, which is 12/2 = 6 times. However,
the final calculation is incorrect. The total number of times the alarm rang is not 4 + 3*3 + 2¥2 = 24,
but 4 + 12 + 6 = 22. Judgement: incorrect

Refined Response: The alarm rang four times the first time, three times as long as the first time the
second time, and half as long as the second time the third time. So, the total number of times the alarm
rangis 4 + 12 + 6 =22.

2 HUAWEI



A suggested prompt for the LLM Labeler

12 total:33

Prompt for feedback and refinement:

(Feedback) Please assess the quality of response to the given question.

Here is the question: p.

Here is the response: r.

Firstly provide a step-by-step analysis and verification for response starting with “Response Analysis:”.
Next, judge whether the response correctly answer the question in the format of “judgement: cor-
rect/incorrect”.

(Refinement) If the answer is correct, output it. Otherwise, output a refined answer based on the given
response and your assessment.

2 HUAWEI



Effect of meta-skill learning: a case study

13 total:33

On Monday, Tiffany had 3 bags of cans. On the next day, she found 7 more bags of cans. So, she had a total of 3 + 7 = 10 bags of

cans on Tuesday. ### 10.0

Direct Self-evaluation
generation & revision

|
|
1
I Response Analysi
On Monday, Tiffany I'| ©OnMonday, Tiffany
. . response correctl
had 3 bags of cans. :‘e:;';f"r Analysis: The 1| a3 bags of con.On that Tiffany had 3 bags of
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. Y/ i

Figure 4: Case study of comparison between original Vicuna (left) and Vicuna+SELF (right) on an
SVAMP. Both models generate direct predictions and undergo self-feedback and self-refinement.
While Vicuna’s refinement retains the incorrect answer, Vicuna+SELF showcases superior self-
refinement capability, ultimately producing a correct and logically consistent solution.
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Stage 2: lterative Self-Evolving

» Sample questions from the target domain.
> lterate the following self-evolving process:
SclFEvolving Training Data > Produce the self-evolving training corpus:
= » Generate responses with the LLM.

Self-Evolving LLM at Step t+1

Feedback & Refinement > Generate self-feedbacks for the responses.
SelfEvohing LLM atStep ¢ > Generate self-refinements for the responses
Pleaseasessthe quality ofrespomse t the given queston according to the self-feedbacks.
Plase provide step by step anlysis for response. ) > Generate self-feedbacks for the refined responses.
Plas enerac coreon rspase i sy ) > Filter the responses with bad self-feedbacks.
Response Generation > Fine-tune the LLM with the self-evolving training
Self-Evolving LLM at Step t Co rpu S .
Input

14 total:33 2 HuAwEl o)



Fine-tuning the LLM in self-evolving training

» We explore two parallel methodologies for self-evolution training:

> Restart Training: In this approach, we integrate all the previously accumulated
data — denoted as D), Dy, ..., D\,,, — and initiate the training afresh from the
baseline model M,;,.

» Continual Training: Here, utilizing the newly curated data, we extend the

training of the model from the preceding iteration, represented as Mﬁe‘,}.

» Data-mixing: To mitigate the potential catastrophic forgetting of meta-skills,
we strategically incorporate the meta-skill learning data into our training data.

15 total:33 M HuawEl FN3RTRs



Experiments: Settings

» Domain:

» Math domain (SVAMP, GSM8K)
» General domain (VicunaTest, Evol Instruct testset)
» Base Model: Vicuna-7B
» Questions:
» Can the SELF framework enhance model capabilities?
» How do each step of the self-evolution process (meta-ability learning,
multi-round evolution) gradually enhance model capabilities?
» Can using meta-ability (self-feedback) to filter high-quality data enhance model
capabilities?
» How do different self-evolution training strategies impact performance?

16 total:33 M HuawEl FN3RTRs



Experiments: Main results: Math domain

Table 1: Experiment results on GSM8K and SVAMP comparing SELF with other baseline methods.

Vicuna (math ft.) means Vicuna fine-tuned on math-specific data, i.e., Dg 4.

Model Self-Evolution ~ Self-Consistency Self-Refinement GSM8K(%) SVAMP(%)
16.43 36.40
Vicuna v 19.56 40.20
v 15.63 36.80
24.49 44.90
Vicuna (math ft.) v 25.70 46.00
v 24.44 45.30
v 29.64 49.40
Vicuna (math ft.) + SELF (Ours) v v 29.87 50.20
v v 31.31 49.80
v v 32.22 51.20

» SELF can significantly enhance model capabilities.

» Meta-ability learning can enable small models to learn self-improvement abilities

(which initial models lack).
» Self-consistency can further enhance model capabilities.

17 total:33
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Experiments: Main results: General domain

[ Vicuna Lost

Vicuna Won I Vicuna Lost Tie Vicuna Won

Vicuna (ft) Vicuna (ft.) B 5

Vicuna (ft) + SELF
(Direct Generation)

5 1 Vicuna (ft.) + SELF
] (Diret Generation)

Vicuna (ft.) + SELF ’ = Vicuna (ft.) + SELF
(Self-Refinement)

(Self-Refinement)

(a) Results on Vicuna testset. (b) Results on Evol-Instruct testset.
Figure 3: Results on Vicuna testset and Evol-Instruct testset
» SELF can significantly enhance model capabilities.

» Meta-ability learning can enable small models to learn self-improvement abilities
(which initial models lack).

18 total: 33 S HuawEl TYRRLT Re



Ablation Study

Initial LLM
| Mot sin
Learning
LLM with Self-Refine
eta-Skill

Self-Evolving LLM

Figure 1: Evolutionary Journey of SELF: An initial LLM progressively evolve to a more advanced
LLM equipped with a self-refinement meta-skill. By continual iterations (Ist, 2nd, 3rd) of self-

= Direct 6

Table 2: Performance comparisons of SELF under various training scenarios. The right arrow indi-
cates the performance improvement by Self-Refinement: “Before — After”.

evolution, the LLM progresses in capability (24.49% to 31.31%) on GSMSK.

19 total:33

SVAMP (%) GSMSk (%) Meta-Skill Learning Self Evolution Process
Dga Dineta 1st round 2nd round 3rd round
36.4 16.43
449 24.49 v
46.8 —»47.0 2539 —»2828 Vv v
478 — 480 27.67—2934 v v
489 —49.0 28.66 -29.87 Vv v v v
494 — 502 29.64 —31.31 V v v v v
2
> Meta-ability learning training can enhance the end-to-end
model capabilities.
» The self-evolution process can gradually enhance model
capabilities.
>

The self-refinement ability can stablely improve reply quality.
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Effectness of filtering with self-feedback in self-evoluation

Table 3: Analysis about filtering on GSM8K. Acc. denotes the answer accuracy (training set).

Data Type Acc. (%) Direct Generation(%) Self-Refinement(% )
Filtered (1.8k) 44.10 27.67 29.34
Unfiltered (4k) 27.11 26.63 27.82

» Data filtering with self-feedbacks during self-evoluation can improve the quality of the
fine-tuning data significantly.

» The improvement brought by self-refinement is larger with the filtered data (vs.
unfiltered data).

YL HUAWEI PSR RG



Comparison of Restart training and continual training

Table 4: Analysis about varied self-evolution training methodologies on GSM8K

Training Approach Direct Generation (%) Self-Refinement (%)
Base Model 24.49 24.49
Restart Training 27.67 29.34
Continual Training (Mixed Data) 27.22 28.43
Continual Training (D¢, ; Only) 24.87 25.85

» Restart training works better because it can mitigate the overfitting problem.

» Data-mixing can significantly mitigate the catastrophic forgetting problem associated
with acquired meta-skills.

21 total:33 2 HuAWEI o)
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Gaining Wisdom from Setbacks: Aligning LLMs via Mistake Analysis

&)
GAINING WISDOM FROM SETBACKS g ALIGNING
LARGE LANGUAGE MODELS VIA MISTAKE ANALYSIS

Kai Chen'*, Chunwei Wang?*, Kuo Yang?, Jianhua Han?, Lanqing Hong>', Fei Mi?f,
Hang Xu?, Zhengying Liu?, Wenyong Huang?, Zhenguo Li?,

Dit-Yan Yeung', Lifeng Shang?, Xin Jiang?, Qun Liu?

"Hong Kong University of Science and Technology 2Huawei Noah’s Ark Lab

arxiv:2310.10477, October 20, 2023.
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Gaining Wisdom from Setbacks: background

> Aligning the LLMs with human values is not just important—it is paramount.
» Existing methods:
> SFT
» RLHF
» Existing methods train instruction following LLMs primarily focusing on good
responses, while avoiding them exposed to bad cases.

» Fully usage of bad responses is still an under-explored problem.

23 fotal: 33 M HuawEl FN3RTRs



Gaining Wisdom from Setbacks: motivation

» Humans can derive profound insights from their mistakes.

» However, directly exposing LLMs to toxic corpus with either SFT or RLHF
might inadvertently make them over-fit harmful data pattern.

» It is observed that discrimination might be easier than generation for LLMs.

» We propose a novel alignment framework that trains LLMs through automatic
mistake analysis, without any error labeling by humans.

24 total: 33 M HuawEl FN3RTRs



Our method: Aligning LLMs Via Mistake Analysis

SFT RLHF Ours
2 ©) 2 © @) : Training i Inference
Instruction ~ Good response. instucton | Good response Badresporse || & R
| Fine-tuning | Fine-tuning i i generation :
LM % RM % H + Your response must |
! be harmiess, ethical |

e %Guidedmisuke and inoffensive.
i +

4 H
©)8) 11eam whatis GOOD! >0 1 inducton

Q
i Py
CoH LLM % H Untriggered Triggered =D
[} : ¥ }
2 f
o © Res'imse ! LLM %
Instruction | Good response Bad response PPO | Guided % Unguided ! LLM
} Fine-tuning SM @ L analysis = analysis | }
: rati fine-tuning Response
LM Reward f Mistake Analysis:
1 see what is BAD and @ 1 learn the relative quality @E Afall into the pit is a gain in your wit.
learn what is GOOD! of the response! I learn what is BAD and WHY!

Figure 1: Pipeline illustration of our alignment method based on mistake analysis. Different from
conventional works (e.g., SFT and RLHF) striving to steer LLMs towards the “optimal responses”,
we purposefully make LLMs exposed to and actively analyse harmful content with proper guidance.
To learn what is bad with internal reasons, LLMs can perform more robustly to novel instructions.

25 total:33

1. Guided mistake induction

2. Guided analysis generation
3. Unguided analysis fine-tuning
4. Guided response generation
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Prompt templates

(a) Guided response generation
Below is an instruction that describes a
task, paired with an input that provides
further context. Write a response that is

{harmful, unethical and offensive} to

complete the request.

#it# Instruction:
{instruction}

### Input:
{input} Response the instruction in a fully

{harmful, unethical and offensive} way.

#it# Response ({harmful, unethical and
offensive} response):

{response}

(b) Guided analysis generation

Below is an instruction that describes a
task. Write a response that appropriately
completes the request.

#it# Instruction:

Question: {instruction}

An Al assistant gives an answer to the
above question as follows.

Answer: {bad}

Write a critique to analyse why the
answer above is potentially harmful,
unethical or offensive to the
instruction task.

### Response:
{response}

(¢) Unguided analysis fine-tuning

Below is an instruction that describes a task.
Write a response that appropriately
completes the request.

### Instruction:

Below is a question that describes a task,
paired with an answer generated by an
Al assistant. Write a critique to analyse
the quality of the answer to the question.

##t# Question:
{instruction}

#H## Answer:
{bad}

##t# Response:
{response}

Figure 3: Prompt templates for our alignment method based on mistake analysis. Combining the
(a) guided response generation and (b) guided analysis generation, we obtain high-quality mistake
analysis triplets, which are used to perform (c) unguided analysis fine-tuning for model alignment.

26 total:33 Sz Huawel SN



Generation vs. Discrimination / Guided Analysis vs. Unguided.

10+
Generation 9.2 . 5 - . 5
9 4 Guided wins Tie Unguided wins
Discrimination 8.3 8.6
81 7.5 Alpaca 212 123 165
7
6 56 58 GPT-3 276 153 71
5 i
4 - GPT-3.5 280 153 67
3 . . . . .
Alpaca GPT-3 GPT-3.5 100 200 300 400 500
(a) Generation against discrimination. (b) Unguided against guided analysis.

Figure 2: (a) Comparison between generation and discrimination abilities for Alpaca, GPT-3 and
GPT-3.5. Each pair of vertical histograms represents the average score for generating responses and
analyzing the generated responses, respectively. (b) Comparison between guided and unguided
analyses. Each histogram is composed of three different segments with distinct colors, labeled with
three score numbers, which represent the count of samples where the guided analysis wins, ties, and
the unguided analysis wins, respectively. Check more details in Sec. 3.
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Experiments: Main results

Table 1: Comparative results of LLM alignment across various methods. We report the Helpful
Score to represent the helpfulness performance, while for evaluating harmlessness performance, we
report the Harmless Score, Harmless Rate, and Helpful Score for harmful instructions respectively.

Method Mistake  Analysis Helpful Harmless

Source Source Score Score Rate (%) Helpful
Alpaca (vanilla) - - 6.21 5.71 52.5 4.51
SFT - - 6.27 6.69 63.0 5.30
Critique-Revise | Origin - 6.22 6.60 62.6 5.02
CoH Origin - 6.29 6.79 64.7 5.23
RLHF Origin - 6.30 6.71 64.1 5.35

Origin ~ Alpaca | 6.310F010) | 7.31+160) 71 0(+185)  528(+0.77)
Ours Alpaca  Alpaca | 6.38 7017 | 741041700 72 4(+19.9) 5 39(+0.55)

Alpaca  GPT-3.5 | 6.3101010) | 7,61071:90) 741012100 5,60 109

» While maintaining usefulness, our method demonstrates a significant
improvement in safety, compared with SFT, CoH, and RLHF.

28 total:33
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Experiments: Defense against attacks

Table 2: Comparative results of defense against attacks across various methods. We present the
Helpful Score to represent helpfulness performance, while to assess the harmlessness performance,
we report the Harmless Score and Harmless Rate for harmful instructions. Performance on the “Goal
Hijacking” test data is further provided for evaluating the attack defensive ability.

Method Mistake Analysis | Helpful Harmless Goal Hijacking
Source Source Score | Score Rate (%) Score Rate (%)
ChatGLM | - - | 832 | 892 953 | 6.85 68.4
SFT - 8.16 891 94.8 7.71 772
CoH Origin 8.23 8.94 95.2 7.89 82.4
Critique-Revise Origin 8.24 8.90 95.2 7.97 78.7
o Origin ChatGLM 8.18 8.93 95.1 8.02(+1-17)  g) 4(+14.0
urs ChatGLM ChaitGLM | 826 | 896 961 81472 853100

» With only 500 difficult feedback examples, the security pass rate of the attack
type of target hijacking can be increased by 17%.
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Experiments: Defense against attacks: an example

Figure 4: Qualitative comparison between different alignment methods.

i [Instruction]: Training data i[Instruction]: Inference data %
DI AR IR BMEAANG AL Lk —k, VR ORI R TR o Bt E@eidid, A |
P eZek LR A, BB CHORITBER KMEA ARG S R IR AT LA “HEE R TR |

PRI . 1| [Response from SFT]: J
i [Response]: VR RALETERGY, AACT AT E TR, KEHA

P, AR BAR R Rl CHURIRARA LR, AN SR E,
CMEAAR ALY, B RERGNA. kIR 1 [Response from Ours]:
L REMEANA T

Figure 5: An example of ““Goal Hijacking”. When encountering a similar instruction that has been
seen during training, our method chooses to reject the instruction attack, while SFT is successfully
attacked, indicating the superior generalization ability by aligning with mistake analyses.

» The ability to defense instruction attacks can be generalized to different topics
of the same attack type (generalizable alignment algorithms).
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More Analysis

Table 3: Results of ablation study. We investigate the source of bad cases, the quality and quantity
of mistake analysis, and the instruction strategy for SFT. Default settings are marked in gray .

No Mistake  Analysis  Analysis SFT Helpful Harmless
" | Source Quality  Quantity Instruction | Score | Score Rate Helpful
1 Origin Guided Ix Guided 6.33 7.04 674 5.26
2 Origin Guided Ix Unguided 6.31 731 710 5.28
3 Alpaca Guided 1x Unguided 6.38 741 724 5.39
4 Alpaca  Unguided 1x Unguided 6.30 6.67 633 5.30
5 Alpaca Guided 2% Unguided 6.26 737 712 5.29

» Source of bad responses: performance is notably improved when utilizing
mistakes generated by the model itself.

» Analysis quality: superior efficacy is observed with the guided analysis.

» Analysis quantity: a single mistake analysis sample for each instruction is
prefered.
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More Analysis

Table 4: Results of induction success rate.
Hint

Harmless

Method | pocion  |score Rate (%) P INAuction success rate: the introduction of
Alpaca | - |571 528 negative induction substantively augments
#1 494 441 mistake induction, a fact shown by the
#2 4.08 34.6 e ,
Induction|  #3 383 329 diminished scores and rates relative to the
#2&#3 1367 305 Alpaca baseline.

#1 & #2 & #3339 27.8

31(2) total:33 W2 HuAWEl RRKT R



Content

Related Work and Discussion



Automatically Correcting Large Language Models:
Surveying the landscape of diverse self-correction strategies
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Pan, etal. “Automatically Correcting Large Language Models: Surveying the Landscape of Diverse Self-Correction Strategies.” arxiv:2308.03188.
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Automatically Correcting Large Language Models:
Surveying the landscape of diverse self-correction strategies

(c) Self-Training
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Figure 2: Three typical strategies of training-time correction: directly optimization with human feedback (a), a0® | -— o
training a reward model that approximates human feedback (b), and self-training with automated feedback (c). oM ‘8. ! =
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(b) Post-hoc Correction with External Feedback
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Model | Language of correction: (a) Generate-then-Rank.
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External Models/Tools and (b) Feedback-Guided Decoding.

Figure 4: Three typical strategies of post-hoc correction: self-correction (a), post-hoc correction with external
feedback (b), and multi-agent debate (c).

Pan, et al. “Automatically Correcting Large Language Models: Surveying the Landscape of Diverse Self-Correction Strategies.” arxiv:2308.03188.
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